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#### Abstract

Artificial thermogravimetric data relating to the five possible types of mechanisms proposed by Sestak and Berggren were synthesized to test four dynamic kinetic methods: the Horowitz and Metzger, Freeman and Carroll, Coats and Redfern, and Linear Least Squares Fitting methods. It was found that the Linear Least Squares Fitting method is the most satisfactory.


Determination of kinetic parameters by a dynamic method has several advantages over the isothermal method [1]. As the following integrand

$$
\begin{equation*}
G=\int_{0}^{\Gamma} \exp (-E / R T) \mathrm{d} T \tag{1}
\end{equation*}
$$

has no exact solution, we have to accept an approximate answer. Many authors have employed different approaches to the approximation. Among them, Freeman and Carroll's method and Coats and Redfern's method are well known and have been tested by several authors [2]. Chen and Fong [3] used their kinetic data relating to three different orders of reactions in solution to test these two methods, plus Horowitz and Metzger's method and the one proposed by Achar et al. [4]. Their conclusion favours Freeman and Carroll's method. All the four tested methods assume that $f(\alpha)=(1-\alpha)^{\mathrm{n}}$. In reality, the mechanisms of solid-phase reactions are much complicated. According to Sestak and Berggren [5] there are five possible types of solid-phase reaction mechanisms. It is obvious that the above-mentioned testings are not adequate enough. In this paper artificial thermoanalytical data for all the five possible types of mechanism are synthesized to test the three methods tested by Chen and Fong, plus the LLSF method proposed by them [6]. During the preparation of this manuscript, an exhaustive paper on testing equations was published by Dankiewicz and Wieczorek-Ciurowa [7]. Fourteen equations, including DTA methods and several-curve methods, were tested using experimental data on the dehydration of syngenite. Their results favour the method of Šatava and Škvara [8].

## Synthesis of thermoanalytical data

After the separation of variables, a general equation for dynamic kinetic process may be written as

$$
\begin{equation*}
\int_{0}^{\alpha} \frac{\mathrm{d} \alpha}{f(\alpha)}=\frac{A}{\Phi} \int_{0}^{\mathrm{T}} \exp (-E / R T) \mathrm{d} T \tag{2}
\end{equation*}
$$

where $\alpha$ is the fraction reacted at temperature $T$, and $A, E$ and $\Phi$ are the frequency factor, activation energy and heating rate, respectively. Equation (2) may be symbolized as

$$
\begin{equation*}
F=G \tag{3}
\end{equation*}
$$

For a given reaction mechanism with assumed values of $m, n$ and/or $p, F$ was computed by Gauss' Quadrature [9], and $G$ was computed by Newton - Raphson's method [9]. Theoretical $\alpha, T$ and $\mathrm{d} \alpha / \mathrm{d} T$ data for five possible mechanisms were


Fig. 1. Plot of $(1-\alpha)$ os. $T$ for five sets of artificial data. (1) $f^{\prime}(\alpha)=\alpha^{12}$, (2) $f(\alpha)=(1-\alpha)^{1 / 2}$
(3) $f(\alpha)=[-\ln (1-\alpha)]^{-1}$, (4) $f(\alpha)=\alpha(1-\alpha)$, (5) $f(\alpha)=(1-\alpha)^{1 / 3}[-\ln (1-\alpha)]^{-1}$
calculated with $A, \Phi$ and $E$ assumed to be $5.0 \times 10^{15}, 5 \% \mathrm{~min}$ and 210.0 kJ per mole, respectively. These five possible mechanisms are:
(1) $f(\alpha)=\alpha^{m}, m=0.5$; the reaction is controlled by nucleation according to the power law.
(2) $f(\alpha)=(1-\alpha)^{n}, n=0.5$; the reaction is controlled by two-dimensional movement of the phase boundary.
(3) $f(\alpha)=[-\ln (1-\alpha)]^{\mathrm{p}}, p=-1$; the reaction is controlled by diffusion with two-dimensional transport.
(4) $f(\alpha)=\alpha^{\mathrm{m}}(1-\alpha)^{\mathrm{n}}, m=1, n=1$; the reaction is controlled by nucleation, followed by linear growth of nuclei, with branching nuclei interacting during their growth.
(5) $f(\alpha)=(1-\alpha)^{\mathrm{n}}[-\ln (1-\alpha)]^{\mathrm{p}}, n=\frac{1}{3}, p=-1$; the reaction is controlled by diffusion with three-dimensional transport in a sphere (Jander's equation).

Plots of $(1-\alpha)$ vs. $T$ for these five sets of artificial data are shown in Fig. 1.

## Testing of methods

## 1. Horowitz and Metzger's method [10]

The variable $T$ is converted to $\theta$ by $\theta=T-T_{\mathrm{n}}$, where $T_{\mathrm{m}}$ is the temperature at which the rate is a maximum. $f(\alpha)$ is assumed to be $(1-\alpha)^{\text {n }}$. The value of $n$ is estimated from $\alpha_{\mathrm{m}}$, the fraction reacted at $T_{\mathrm{n}}$. If $1-\alpha_{\mathrm{m}}=1 / e$, then $n=1$, and the following equation is used to estimate the energy of activation:

$$
\begin{equation*}
\ln \left[-\ln (1-\alpha)=\frac{E}{R T_{\mathrm{m}}^{2}} \theta\right. \tag{4}
\end{equation*}
$$

A plot of $\ln [-\ln (1-\alpha)]$ vs. 0 should be a straight line with slope $E / R T_{m}^{2}$. If $1-\alpha_{\mathrm{m}} \neq \frac{1}{e}$, the following equation is used to find $n$ :

$$
\begin{equation*}
1-\alpha_{\mathrm{m}}=n^{1 /(1-\mathrm{n})} \tag{5}
\end{equation*}
$$

and the following linear relationship is used to evaluate $E$ :

$$
\begin{equation*}
\ln \frac{1-(1-\alpha)^{(1-\mathrm{n})}}{1-n}=\frac{E}{R T_{\mathrm{m}}^{2}-\theta} \tag{6}
\end{equation*}
$$

A plot of the left hand side vs. $\theta$ should give a straight line with slope $E / R T_{\mathrm{m}}^{2}$. In the present case, Eq. (6) was employed.

An inspection of Fig. 1 (and also the calculated $\frac{\mathrm{d} \alpha}{\mathrm{d} t}$ values, not given in this paper) shows that the $m$-mechanism has no inflection point, and therefore no $T_{\mathrm{m}}$. This fact can easily be understocd. Since $\mathrm{d} \alpha / \mathrm{d} t=k_{\mathrm{T}} \alpha^{\mathrm{m}}, \alpha$ increases with $t$, and so should $\alpha^{\mathrm{m}}$. $k_{\mathrm{T}}$ increases with $T$ and, in turn, with $t$. Therefore, their product should also increase with $t$ or $T$, and no maximum exists in the $\mathrm{d} \alpha / \mathrm{d} t v s . T$ curve. Hence, this set of data can not be treated by Horowitz and Metzger's method. Results of treatment of the other sets of data are shown in Fig. 2; kinetic parameters derived are tabulated in Table 1.

It is seen from Fig. 2 that the four lines are quite linear within the range plotted; deviations occur with large values of $\theta$. An $m, n$-type of mechanism gives a line

Table 1

| True mechanism | ${ }^{\text {m }}$ m | $T_{\mathrm{m}}, \mathrm{K}$ | Estimated, $n$ | E, $\mathrm{kJ} \cdot \mathrm{M}^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| $f(\alpha)=(1-\alpha)^{0.5}$ | 0.76 | $609.8{ }^{\circ}$ | 0.47 | 217.2 |
| $f(\alpha)=[-\ln (1-\alpha)]^{-1}$ | 0.81 | 599.8 | 0.33 | 114.6 |
| $f(\alpha)=\alpha(1-\alpha)$ | 0.54 | 640.8 | 1.63 | 2478.0 |
| $f(\alpha)=(1-\alpha)^{1 / 3}[-\ln (1-\alpha)]^{-1}$ | 0.70 | 591.1 | 0.69 | 119.0 |
| J. Thermal Anal. 20, 1981 |  |  |  |  |

of very good linearity. Thus, Horowitz and Metzger's method will lead to a false result. With a true $n$-type of mechanism, however, the result is not bad.

## 2. Freeman and Carrol's method [11]

Their final equation is

$$
\begin{equation*}
\frac{\Delta \ln (\mathrm{d} \alpha / \mathrm{d} t)}{\Delta \ln (1-\alpha)}=n-\frac{E}{R} \frac{\Delta(1 / T)}{\Delta \ln (1-\alpha)} . \tag{7}
\end{equation*}
$$



Fig. 2. Horowitz and Metzger's treatment for five sets of artificial data. (2) $f(\alpha)=(1-\alpha)^{1 / 2}{ }_{\sigma}$ (3) $f(\alpha)=[-\ln (1-\alpha)]^{-1},(4) f(\alpha)=\alpha(1-\alpha)$, (5) $f(\alpha)=(1-\alpha)^{1 / 3}[-\ln (1-\alpha)]^{-1}$

A plot of $\frac{\Delta \ln (\mathrm{d} \alpha / \mathrm{d} t)}{\Delta \ln (1-\alpha)} v s . \frac{\Delta(1 / T)}{\Delta \ln (1-\alpha)}$ should result in a straight line with slope $-E / R$ and intercept $n$. Results of treatment of the five sets of artificial data are shown in Fig. 3; kinetic parameters derived are listed in Table 2. Although m-

Table 2
Kinetic parameters derived from Freeman and Carroll's method

| $\quad$ True mechanism | Estimated $n$ | $E, \mathbf{k J} \cdot \mathbf{M}^{-1}$ |
| :--- | ---: | ---: |
|  |  |  |
| $f(\alpha)=\alpha^{0.5}$ | -0.12 | 424.2 |
| $f(\alpha)=(1-\alpha)^{0.5}$ | 0.56 | 210.5 |
| $f(\alpha)=[-\ln (1-\alpha)]^{-1}$ | 0.39 | 101.5 |
| $f(\alpha)=\alpha(1-\alpha)$ | -1.53 | 1843.4 |
| $f(\alpha)=(1-\alpha)^{1 / 3}[-\ln (1-\alpha)]^{-1}$ | 0.63 | 101.2 |

and $m, n$-types of mechanism yield unreasonable results (negative reaction order), the results given by $p$-and $n, p$-types of mechanism can not be considered unreasonable. It is surprising to note that the linearities of $p$ - and $n, p$-types are even better than for the true mechanism; the activation energy values, however, are not correct. Hence, it must be concluded that Freeman and Carroll's method will also lead to a false result. With the true mechanism, of $n$-type, the results obtained are satisfactory.


Fig. 3. Freeman and Carroll's treatment for five sets of artificial data. (1) $f(\alpha)=\alpha^{12}$, (2) $f(\alpha)=(1-\alpha)^{1 / 2}$, (3) $f(\alpha)=[-\ln (1-\alpha)]^{\text {1 }}$, (4) $f(\alpha)=\alpha(1-\alpha)$, (5) $f(\alpha)=$ $=(1-\alpha)^{1 / 3}[-\ln (1-\alpha)]^{-1}$

## 3. Coats and Redfern's method [12]

Assuming an $n$-type of mechanism, the final equation they obtained for $n \neq 1$, is

$$
\begin{equation*}
\ln \frac{1-(1-\alpha)^{1-\mathrm{n}}}{(1-n) T^{2}}=\ln \frac{A R}{\Phi E}\left[1-2\left(\frac{R T}{E}\right)+6\left(\frac{R T}{E}\right)^{2}+\ldots\right]-\frac{E}{R}\left(\frac{1}{T}\right) \tag{8}
\end{equation*}
$$

For $n=1$, it becomes

$$
\begin{equation*}
\ln \frac{-\ln (1-\alpha)}{T^{2}}=\ln \frac{A R}{\Phi E}\left[1-2\left(\frac{R T}{E}\right)+6\left(\frac{R T}{E}\right)^{2}+\ldots\right]-\frac{E}{R}\left(\frac{1}{T}\right) \tag{9}
\end{equation*}
$$

The first terms in the right-hand sides of the above two equations are constant
for most values of $E$ and the usual reaction temperature range, i.e. $20<\frac{E}{R T}<60$; a plot of either $\ln \frac{1-(1-\alpha)^{1-n}}{(1-n) T^{2}}$ against $\frac{1}{T}$ or, when $n=1, \ln \frac{-\ln (1-\alpha)}{T^{2}}$ against $\frac{1}{T}$ should give a straight line of slope $-\frac{E}{R}$ for the right value of $n$.

In order to obtain a more complete idea of probable reaction mechanisms from thermoanalytical data for which $f(\alpha)$ is not restricted to $n$-type only, integrand $F$ is expressed in a general form

$$
\begin{equation*}
F=\int_{0}^{\pi} \frac{d \alpha}{\alpha^{\mathrm{m}}(1-\alpha)^{\mathrm{n}}[-\ln (1-\alpha)]^{\mathrm{p}}} \tag{10}
\end{equation*}
$$

Coats and Redfern's equation becomes

$$
\begin{equation*}
\ln \left(\frac{F}{T^{2}}\right)=\ln \frac{A R}{\Phi E}\left[1-2\left(\frac{R T}{E}\right)+6\left(\frac{R T}{E}\right)^{2}+\ldots\right]-\frac{E}{R}\left(\frac{1}{T}\right) \tag{11}
\end{equation*}
$$

A trial and error procedure was employed. Values of $m, n$ and $p$ were assigned and $F$ was computed by Gauss' Quadrature method. If the assigned values of $m, n$ and $p$ are the right ones, then a plot of $\ln \left(\frac{F}{T^{2}}\right) v s . \frac{1}{T}$ should result in a straight line with slope $-E / R$.

In accordance with Sestak and Berggren[5], values of the reaction order parameters tried are as follows:
(1) for simple mechanism types, $m$ varies from -1.8 to $0.8, n$ from 0 to 2.0 , and $p$ from -1.8 to 0 , all with successive increments of 0.2 ;
(2) for a combined $m, n$-type of mechanism, both $m$ and $n$ vary from 0 to 1.0 with successive increments of 0.1 ;
(3) for a combined $n$, $p$-type of mechanism, the following values were tried
(i) $n=1, p=\frac{1}{3}, \frac{1}{2}, \frac{2}{3}, \frac{3}{4}$
(ii) $n_{\mathrm{L}}^{*}=\frac{1}{3}, \frac{2}{3}, p=-1$.

The above three treatments were all applied to the five sets of artificial data. The results obtained are shown in Table 3. In this Table, only those lines with correlation coefficient $r$ greater than 0.9990 are listed. An inspection of Table 3 shows that:
(a) For data set $1, f(\alpha)=\alpha^{0.5}$, both $m$ - and $m$, $n$-types of mechanism are possible, although $r$ values for the former type are a little better than those for the latter one.
(b) For data set $2, f(\alpha)=(1-\alpha)^{0.5}, m$-, $p$-, $m, n$ - and $n, p$-types of mechanism are possible. The $n, p$-type of mechanism has the highest correlation coefficient,

Table 3
Elucidation of probable reaction mechanisms for five sets of artificial data by the extended Coats and Redfern treatment

| True f( $\alpha$ ) | $\begin{aligned} & \text { Line } \\ & \text { no. } \end{aligned}$ | Assumed parameters |  |  | $E, \mathrm{~kJ} / \mathrm{mole}$ | $A, \sec ^{-1}$ | $r$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $m$ | $n$ | $p$ |  |  |  |
| $\alpha^{0.5}$ | 1 | 0.0 |  |  | 428.73 | $1.115 \times 10^{34}$ | 0.99999 |
|  | 2 | 0.2 |  |  | 341.08 | $5.001 \times 10^{26}$ | 0.99999 |
|  | 3 | 0.4 |  |  | 254.14 | $2.463 \times 10^{19}$ | 0.99999 |
|  | 4 | 0.6 |  |  | 170.05 | $2.113 \times 10^{13}$ | 0.99999 |
|  | 5 | 0.8 |  |  | 92.48 | $1.052 \times 10^{6}$ | 0.99989 |
|  | 6 | 0.6 | 0.1 |  | 193.99 | $2.324 \times 10^{14}$ | 0.99989 |
|  | 7 | 0.8 | 0.1 |  | 106.93 | $1.118 \times 10^{7}$ | 0.99994 |
| $(1-\alpha)^{0.5}$ | 8 |  | 0.6 |  | 215.71 | $1.620 \times 10^{16}$ | 0.99981 |
|  | 9 |  | 0.4 |  | 203.86 | $1.299 \times 10^{15}$ | 0.99983 |
|  | 10 |  |  | -0.8 | 361.70 | $3.133 \times 10^{28}$ | 0.99907 |
|  | 11 |  |  | $-1.0$ | 407.94 | $2.878 \times 10^{32}$ | 0.99937 |
|  | 12 |  |  | $-1.2$ | 431.21 | $2.857 \times 10^{34}$ | 0.99947 |
|  | 13 | 0.5 | 0.5 |  | 105.00 | $5.416 \times 10^{6}$ | 0.99980 |
|  | 14 | 0.6 | 0.3 |  | 86.31 | $1.175 \times 10^{5}$ | 0.99957 |
|  | 15 |  | 1/3 | $-1.0$ | 434.57 | $7.827 \times 10^{34}$ | 0.99997 |
| $[-\ln (1-\alpha)]^{-1}$ | 16 |  |  | $-1.4$ | 258.93 | $9.796 \times 10^{19}$ |  |
|  | 17 |  |  | $-1.2$ | 234.27 | $6.602 \times 10^{17}$ | $0.99997$ |
|  | 18 |  |  | $-1.0$ | 209.83 | $4.652 \times 10^{1 \text { a }}$ | $1.00000$ |
|  | 19 |  |  | -0.8 | 185.64 | $3.452 \times 10^{13}$ | 0.99997 |
|  | 20 |  |  | -0.6 | 161.74 | $2.720 \times 10^{11}$ | 0.99986 |
|  | 21 |  |  | $-0.4$ | 138.18 | $2.298 \times 10^{9}$ | $0.99963$ |
|  | 22 |  |  | $-0.2$ | 114.99 | $2.110 \times 10^{7}$ | 0.99925 |
|  | 23 |  | 0.4 |  | 102.69 | $2.447 \times 10^{6}$ | 0.99984 |
|  | $24$ |  | 0.2 |  | 97.23 | $6.811 \times 10^{5}$ | 0.99982 |
|  | 25 |  | $1 / 3$ | $-1.0$ | 223.48 | $1.039 \times 10^{17}$ | 0.99903 |
| $\alpha(1-\alpha)$ | 26 | 1.0 | 1.0 |  | 275.47 | $1.685 \times 10^{22}$ | 0.99956 |
| $(1-\alpha)^{1 / 3}[-\ln (1-\alpha)]^{-1}$ | 27 |  |  | $-1.4$ | 242.71 | $4.472 \times 10^{17}$ | 0.99954 |
|  | 28 |  |  | $-1.2$ | 219.49 | $3.930 \times 10^{16}$ | 0.99932 |
|  | 29 |  |  | $-1.0$ | 196.51 | $3.608 \times 10^{14}$ | 0.99902 |
|  | 30 |  | 0.6 |  | 101.85 | $2.598 \times 10^{6}$ | 0.99994 |
|  | 31 |  | 0.4 |  | 95.97 | $6.535 \times 10^{5}$ | 0.99959 |
|  | 32 |  | $1 / 3$ | $-1.0$ | 209.45 | $7.496 \times 10^{15}$ | 1.00000 |

which is a wrong indication. If the real mechanism is of n-type, however, the unextended treatment would yield correct kinetic parameters (between lines 8 and 9).
(c) For data set $3, f(\alpha)=[-\ln (1-\alpha)]^{-p}, n, p$ - and $n, p$-types of mechanism are possible. The true mechanism, of course, yields the highest value of $r$ and correct kinetic parameters.
(d) For data set $4, f(\alpha)=\alpha(1-\alpha)$, only the right mechanism is possible. However, the activation energy and frequency factor obtained are not correct.
(e) For data set $5, f(\alpha)=(1-\alpha)^{1 / 3}[-\ln (1-\alpha)]^{-1}$, three types of mechanism, $n$-, $p$ - and $n, p$-, are possible. The right mechanism yields the highest correlation coefficient and correct values of $E$ and $A$.

It is seen, from above, that Coats and Redfern's method, even after modification, is not satisfactory to treat thermoanalytical data.

## 4. Linear Least Squares Fitting (LLSF) method

Take a common mechanism type $\alpha^{\mathrm{m}}(1-\alpha)^{\mathrm{n}}$ as an example. The rate equation can be written as

$$
\begin{equation*}
\frac{\mathrm{d} \alpha}{\mathrm{~d} T}=\frac{A}{\Phi} \exp (-E / R T) \alpha^{\mathrm{m}}(1-\alpha)^{\mathrm{n}} \tag{12}
\end{equation*}
$$

Take logarithms:

$$
\begin{equation*}
\ln \frac{\mathrm{d} \alpha}{\mathrm{~d} T}=\ln \left(\frac{A}{\Phi}\right)-\frac{E}{R}\left(\frac{1}{T}\right)+m \ln \alpha+n \ln (1-\alpha) \tag{13}
\end{equation*}
$$

Equation (13) may be written in the following form:

$$
\begin{equation*}
y=p_{1}+p_{2} x+p_{3} z+p_{4} w . \tag{14}
\end{equation*}
$$

The sum of square residues $S$ is given by

$$
\begin{equation*}
S=\sum_{\mathrm{i}=\mathrm{i}}^{1}\left(y_{\mathrm{i}}-p_{1}-p_{2} x_{\mathrm{i}}-p_{3} z_{\mathrm{i}}-p_{4} w_{\mathrm{i}}\right)^{2} \tag{15}
\end{equation*}
$$

where the subscript $i$ designates the $i$ th data point and $l$ is the number of data points taken. The best set of parameters should satisfy the following conditions:

$$
\frac{\partial S}{\partial p_{1}}=0, \frac{\partial S}{\partial p_{2}}=0, \frac{\partial S}{\partial p_{3}}=0 \text { and } \frac{\partial S}{\partial p_{4}}=0
$$

The normal equations may be represented by a matrix form:

$$
\left|\begin{array}{l}
\Sigma y_{\mathrm{i}}  \tag{16}\\
\Sigma x_{\mathrm{i}} y_{\mathrm{i}} \\
\Sigma z_{\mathrm{i}} y_{\mathrm{i}} \\
\Sigma w_{\mathrm{i}} y_{\mathrm{i}}
\end{array}\right|=\left|\begin{array}{llll}
l & \Sigma x_{\mathrm{i}} & \Sigma z_{\mathrm{i}} & \Sigma w_{\mathrm{i}} \\
\Sigma x_{\mathrm{i}} & \Sigma x_{\mathrm{i}}^{2} & \Sigma x_{\mathrm{i}} z_{\mathrm{i}} & \Sigma x_{\mathrm{i}} w_{\mathrm{i}} \\
\Sigma z_{i} & \Sigma x_{\mathrm{i}} z_{\mathrm{i}} & \Sigma z_{\mathrm{i}}^{2} & \Sigma z_{\mathrm{i}} w_{\mathrm{i}} \\
\Sigma w_{\mathrm{i}} & \Sigma x_{\mathrm{i}} w_{\mathrm{i}} & \Sigma z_{\mathrm{i}} w_{\mathrm{i}} & \Sigma w_{\mathrm{i}}^{2}
\end{array}\right|\left|\begin{array}{c}
p_{1} \\
p_{2} \\
p_{3} \\
p_{\mathbf{4}}
\end{array}\right|
$$

All the summations are taken from 1 to $l$. The four constants $p_{i}, p_{2}, p_{3}$, and $p_{4}$ can then be obtained by solving Eq. (16), and the four parameters $A, E, m$, and $n$ can be calculated in turn. Similar procedures apply to the other four types of mechanism.

The five sets of artificial data were treated by the LLSF procedure. The results obtained are listed in Tables 4(a) to 4(e).

Table 4
Results from LLSF treatment for five sets of artificial data

Table 4(a)
Artificial data set $1, f(\alpha)=\alpha^{0.5}$

| Assumed $f(\alpha)$ | $A, \mathrm{sec}^{-1}$ | $E, \mathrm{~kJ} / \mathrm{mole}$ | $m$ | $n$ | $p$ | $r$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha^{\mathrm{m}}$ | $2.533 \times 10^{20}$ | 265.98 | 0.37 |  |  |  |
| $(1-\alpha)^{\mathrm{n}}$ | $1.320 \times 10^{34}$ | 429.24 |  | -0.00 |  | 1.00000 |
| $[-\ln (1-\alpha)]^{\mathrm{p}}$ | $1.174 \times 10^{34}$ | 428.82 |  |  | 0.00 | 1.00000 |
| $\alpha^{\mathrm{m}(1-\alpha)^{\mathrm{n}}}$ | $1.802 \times 10^{19}$ | 252.33 | 0.40 | 0.00 |  | 1.00000 |
| $(1-\alpha)^{\mathrm{n}}[-\ln (1-\alpha)]^{\mathrm{p}}$ | $4.674 \times 10^{33}$ | 423.78 |  | 0.00 | 0.01 | 1.00000 |

Table 4(b)
Artificial data set $2, f(\alpha)=(1-\alpha)^{0.5}$

| Assumed $f(\alpha)$ | $A, \mathrm{sec}^{-1}$ | $E, \mathrm{~kJ} / \mathrm{mole}$ | $m$ | $n$ | $p$ | $r$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha^{\mathrm{m}}$ | $\#$ | -594.72 | 3.77 |  |  | 0.99620 |
| $(1-\alpha)^{\mathrm{n}}$ | $4.984 \times 10^{15}$ | -210.00 |  | 0.50 |  | 1.00000 |
| $[-\ln (1-\alpha)]^{\mathrm{p}}$ | $*$ | 746.76 |  |  | -2.42 | 0.99970 |
| $\alpha^{\mathrm{m}}(1-\alpha)^{\mathrm{n}}$ | $7.340 \times 10^{15}$ | 211.97 | 0.00 | 0.50 |  | 1.00000 |
| $(1-\alpha)^{\mathrm{n}}[-\ln (1-\alpha)]^{\mathrm{p}}$ | $2.011 \times 10^{15}$ | 205.38 |  | 0.50 | 0.01 | 1.00000 |

Table 4(c)
Artificial data set $3, f(\alpha)=[-\ln (1-\alpha)]^{-1}$

| Assumed f(a) | $A, \sec ^{-1}$ | $E, \mathrm{~kJ} / \mathrm{mole}$ | $m$ | $n$ | $p$ | $r$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha^{m}$ | $2.328 \times 10^{-29}$ | -302.10 | 3.74 |  |  | 0.99894 |
| $(1-\alpha)^{\mathrm{n}}$ | $1.010 \times 10^{6}$ | 98.44 |  | 0.27 |  | 0.99988 |
| $[-\ln (1-\alpha)]^{p}$ | $4.948 \times 10^{15}$ | 209.95 |  |  | $-1.00$ | 1.00000 |
| $\alpha^{m}(1-\alpha)^{\text {n }}$ | $1.057 \times 10^{-3}$ | - 5.41 | 0.97 | 0.20 |  | 1.00000 |
| $(1-\alpha)^{\mathrm{n}}[-\ln (1-\alpha)]^{\mathrm{p}}$ | $4.368 \times 10^{15}$ | 209.28 |  | 0.00 | $-1.00$ | 1.00000 |

Table 4(d)
Artificial data set $4, f(\alpha)=\alpha(1-\alpha)$

|  |  |  |  |  |  |  |
| :--- | :---: | ---: | :---: | :---: | :---: | :---: |
| Assumed $f(\alpha)$ | $A, \sec ^{-1}$ | $E, \mathrm{~kJ} / \mathrm{mole}$ | $m$ | $n$ | $p$ | $r$ |
| $\alpha^{\mathrm{m}}$ | $\#$ | -3562.44 | 2.55 |  |  |  |
| $(1-\alpha)^{\mathrm{n}}$ | $*$ | 2642.64 |  | 1.64 |  | 0.99915 |
| $[-\ln (1-\alpha)]^{\mathrm{p}}$ | $\#$ | -9328.20 |  |  | 4.66 | 0.99965 |
| $\alpha^{\mathrm{m}(1-\alpha)^{\mathrm{n}}}$ | $2.262 \times 10^{15}$ | 207.73 | 1.00 | 1.00 |  | 1.00000 |
| $(1-\alpha)^{\mathrm{n}}[-\ln (1-\alpha)]^{\mathrm{p}}$ | $*$ | 1585.92 |  | 1.51 | 0.42 | 0.99988 |

[^0]Table 4(e)
Artificial data set $5, f(\alpha)=(1-\alpha)^{1 / 3}[-\ln (1-\alpha)]^{-1}$

| Assumed $f(\alpha)$ | $A, \mathrm{sec}^{-1}$ | $E, \mathrm{~kJ} / \mathrm{mole}$ | $m$ | $n$ | $p$ | $r$ |
| :--- | :--- | ---: | :---: | :---: | :---: | :---: |
| $\alpha^{\mathrm{m}}$ | $1.308 \times 10^{-28}$ | -288.28 | 3.65 |  |  | 0.99576 |
| $(1-\alpha)^{\mathrm{n}}$ | $1.022 \times 10^{6}$ | 99.66 |  | 0.53 |  | 0.99997 |
| $[-\ln (1-\alpha)]^{\mathrm{y}}$ | $1.930 \times 10^{32}$ | 398.87 |  |  | -2.71 | 0.99991 |
| $\alpha^{\mathrm{m}}(1-\alpha)^{\mathrm{n}}$ | $1.696 \times 10^{4}$ | 67.83 | 0.30 | 0.49 |  | 1.00000 |
| $(1-\alpha)^{\mathrm{n}}[-\ln (1-\alpha)]^{\mathrm{p}}$ | $5.654 \times 10^{15}$ | 210.58 |  | 0.32 | -1.00 | 1.00000 |

The $r$ values in Table 4(a) are all unity. Values of $A$ for $m$ - and $m, n$-types of mechanism are more reasonable than for the other three types. However, the value of $n$ in the $m, n$-type is zero, which means that the reaction is of $m$-type. Agreements between the evaluated parameters and the true ones are rather poor, however.

From Table 4(b), it is seen that mechanisms of $n$-type, $m, n$-type and $n, p$-type are all reasonable. Their $r$ values are also the highest. However, the value of $m$ in the $m, n$-type is zero, and that of $p$ in the $n, p$-type is close to zero; therefore, the mechanism is of $n$-type. Agreements between the evaluated parameters and the assigned ones are excellent.

Judging from the $r$ values in Table 4(c), three types of mechanism, $p-m, n$ and $n, p$-, are most probable for this set of data. However, the negative $E$ value and very low frequency factor rules out the $m, n$-type. The zero value of $n$ in the $n, p$-type leads to a $p$-type of mechanism. Agreements between the evaluated and assigned parameters are again excellent.

An inspection of Table 4(d) shows that only the $m$, $n$-type of mechanism is possible for data set 4. Agreements between the evaluated and assigned parameters can be considered satisfactory.

In Table 4(e), mechanism types $m, n$ - and $n, p$ - have the highest value of $r$. Since the frequency factor for the $m, n$-type of mechanism is not reasonable, it is concluded that the reaction follows the $n, p$-type of mechanism. The evaluated parameters agree well with the assigned ones.

## Conclusion

From the results obtained by applying the Horowitz and Metzger, the Freeman and Carroll, the extended Coats and Redfern and the LLSF methods to five sets of artificial data for different types of mechanism, it is seen that the former two methods lead to false results for reaction mechanisms other than of $n$-type. The extended Coats and Redfern method can not tell the right mechanism type, except that of $m, n$-type. In the latter case, although the right mechanism type can be deduced, the parameters evaluated are not correct. Only the LLSF procedure can yield the right reaction mechanism and correct values of the kinetic parameters.
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[^0]:    \# values of $A$ are less than $10^{-41}$

    * values of $A$ are greater than $10^{11}$

